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Introduction 
 

Pi Engine is a non-intrusive network software that groups three main activities : 

1. Capturing and parsing network paquets 

2. Triggering alerts 

3. Performing stress tests 

Capturing and parsing network paquets  

The following protocols are captured and parsed : 

- Microsoft SQL Server Protocol  

- Hyper Text Transfer Protocol 

- MySQL Protocol 

- Oracle Protocol 

Pi Engine is capable of capturing such protocol paquets and parse them which means : it can show 

you the requests and the responses messages. For example, considering SQL Server, it means that 

you will capture the SQL requests and the server responses as well.  

Pi Engine partially captures and parses Oracle protocol paquets. Simply said, Pi Engine is capable of 

capturing and parsing Oracle requests, but it cannot parse Oracle responses. 

 

 

 

One of the originalities of this software is that it is capable of parsing server responses, not only 

client requests. Such capabilities are done without being intrusive that is : without any interaction 

with the server itself. Only network tracing and protocol parsing is performed. 
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Triggering alerts 

Based on the captured paquets information, you can define your own alerts. An alert is defined as 

being on one hand a set of conditions that need to be matched and on the other hand, an action to 

be performed once the conditions are met.  

 

 

 

 

You can define alerts based on a set of conditions that you can entirely define along with a set of 

customizable executors. Developers can create and use their own executors. 

 

Performing stress tests 

Captured paquets can be used as stress test scenarios. You can also easily create from scratch a 

stress test scenario for http, sql, mysql and oracle. 

Pi engine provides you with a very detailed stress test report and is capable of launching stress tests 

through a command line. This means that it can integrate your current testing cycles. 
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Installation & Licensing 
 

Pre-requisits 
In order to install Pi Engine, you need to have the following pre-requisits : 

1. Any Windows Operating System that supports .Net framework 4.0 

2. Message Queuing enabled (MSMQ) 

3. Winpcap which is the low level network driver. 

Enabling Message Queuing (MSMQ) 

This is a standard Windows feature. On a workstation you can enable MSMQ by doing to the 

following : 

1. Open the Control Panel 

2. Go to Programs 
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3. Select « Turn Windows features on or off » 

4. Select Microsoft Message queue (MSMQ) Server as in the below screenshot 

 

 
 

5. Click on OK 

If you are using a Windows Server, then you can activate MSMQ by going on the Server features 

screen and enabling it 

 

Installing Winpcap 

 

The Pi Engine requires the Windows standard packet capture library. The most common and 

industry-standard library in the Winpcap which can be downloaded here : 

https://www.winpcap.org/install/default.htm 

The installation of winpcap is done by executing the standard setup file from the download url 

above. 

 

Pi Engine Installation 
 

Once you are done with the pre-requisits, all you need to do is to execute the PiEngine.exe which is 

the setup program. This a basic setup that requires no special attention. 

 

https://www.winpcap.org/install/default.htm
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Licensing 
 

The licensing of the Pi Engine is very simple : it is a lifetime license that can be used on any machine 

and with as many users as you want. Once you acquire your license file, all you need to do is to store 

it in the installation directory. The Pi Engine has a 14 days trial period. During the trial period, the Pi 

Engine is fully functional. 

Activation 

 

When you boot the Pi Engine for the very first time, it will prompt you to choose a license file. The 

trial period requires a License file : 

 

 

In order to acquire a trial license file, you need to access the web site and follow the procedure to get 

your trial license. Once you get the file, all you need to do is to select it by clicking on « Select license 

file » and then click on « Activate ». 

Configuration 
 

The configuration dashboard is accessible by clicking on the following button  located on the top 

bar. The dashboard is as follows : 

 

The following is a description of the configuration parameters : 

Choosing one or more network interfaces to monitor 
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You can select one or more interfaces. Those interfaces will be monitored by Pi Engine in 

order to capture the underlying traffic. 

Specify the SQL Server ports to capture SQL Server traffic 

 

 
By default, the port 1433 is selected 

 

Specify the MySql ports to capture MySql traffic 

 

 
By default, the port 3306 is selected 

 

Specify the HTTP ports to capture HTTP traffic 

 

 
By default, the ports 80 and 8080 are selected 

 

Specify the Oracle ports to capture Oracle traffic.  

 

 
By default, the port 1521 is selected 
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Specify the Raw ports to capture Raw network traffic 

 

 
This is an optional parameter. If you do not supply any port, then Pi Engine will capture all 

ports. 

 

SQL Server stress tester (loader) configuration.  

 

The configuration you set here is the one that will be used by default. You can change the 

parameters at runtime also. 

 
Note that you can use the UI to simplify the connection string creation, by clicking on the 

« Add » button : 

  

MySql stress tester (loader) configuration.  

 

The configuration you set here is the one that will be used by default. You can change the 

parameters at runtime also. 

 
 

Note that you can use the UI to simplify the connection string creation, by clicking on the 

« Add » button : 
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Oracle stress tester (loader) configuration.  

 

The configuration you set here is the one that will be used by default. You can change the 

parameters at runtime also. 

 
Note that you can use the UI to simplify the connection string creation, by clicking on the 

« Add » button : 

  

Http stress tester (loader) configuration.  

 

The configuration you set here is the one that will be used by default. You can change the 

parameters at runtime also. 

 
 

Http alert configuration.  

 

You can define the conditions and select the desired executors to be executed once the 

conditions are met 
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Sql alert configuration.  

 

You can define the conditions and select the desired executors to be executed once the 

conditions are met 

 
 

MySql alert configuration.  

 

You can define the conditions and select the desired executors to be executed once the 

conditions are met 

 
 

Oracle alert configuration.  

 

You can define the conditions and select the desired executors to be executed once the 

conditions are met 

 
 

Raw alert configuration.  

 

Raw alert represent the alerts for the raw traffic capture. You can define the conditions and 

select the desired executors to be executed once the conditions are met 

 
 

Alert Executors  

 

They are of 4 types : 

a. File appender 

b. Mail sender 

c. Process executor 
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d. Custom 

If you want to develop your own custom alert executor, all you need to do is to inherit the 

Alerts.Actions.ActionItem abstract class which is defined in PiEngine.exe and define your own 

Execute method. The class is defined as follows : 

  

Once you have developed your own class, you need to tell the Pi Engine what is the 

containing assembly and the fully qualified class name : 

 

Service mode configuration.  

 

The Service mode can be used to launch the Pi Engine as a Windows Service. The idea behind 

this is to separate the capturing process from the alerting process in order to minimize the 

resource usage and impact on the machine that you are monitoring. There are different 

usage scenarios that are described in this document within the the « Usage scenarios » 

chapter.  

 

 
 

You can define the Windows Service name to be created on the local machine  and you can 

start, stop and delete this Windows Service. Once the service is started, it will use the same 

configuration that you have defined in the configuration dashboard. 

 

MSMQ Configuration for the Service mode.  

 

When you run the Pi Engine in Service mode, the Windows Service will use the specified 

message queue in order to store all the captured data.  

 

 
 

The MSMQ configuration for service mode can be configured by clicking on the « Configure » 

button.  
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To create a new message queue, you need to be running the engine on the local machine 

itself. Remote message queue creation is not supported. If you already have created a 

message queue, you can select it by specifying the machine name that hosts the queue. 

 

 

 

 

 

 

Miscellaneous configuration. 

 

 
 

- Notify in tray. This parameter can be used if you want to have tray notification when alerts 

have been raised or data has been captured. Tray notification bubbles up a tray popup : 

 

 
 

- Toolbar view. This parameter can be used if you want to have the minimal view of the Pi 

Engine. That is the toolbar view : 
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- Enable debug. This parameter can be used if the engine is encountering unknown errors. An 

error log file is created if Enable debug is checked. The log file is located in the installation 

directory. 

 

- Run at startup. This parameter can be used if you want to launch the Pi Engine in Client 

mode, at startup. Client mode means that you are going to connect to a remote message 

queue in order to monitor the captured data.  

 

- Clean Msmq. This button can be used to clean up all message queues created by the Pi 

Engine. Clean up can only be done on local message queues. 

 

- Calibrate Net buffer. This button can be used to fine tune the capturing process. Typically if 

the capturing process buffer is too small, you may not be able to capture all the traffic. If the 

buffer is too small, Pi Engine indicates it with the « dropped packets » indicator located on 

top of the UI : 

 

 
  

If packets are dropped, the above indicator will blink and show you the number of dropped 

packets. This can solved by calibrating the net buffer. 

Usage scenarios 
 

Pi Engine has 2 typical usage scenarios 

Simple scenario 

The simple scenario consists of having the capturing process and the alerting process running in the 

same engine instance on the local machine. In other words, it means to run the Pi Engine with 

default configuration. This scenario is useful if you do not need to do automation. If you just need to 

do some captures on the fly for data analysis or for debugging purposes.  

The simple scenario requires to have the following default configuration : 

 

The msmq target machine name and queue identifier must be empty.  

The engine must be connected to the local queue  

 

Distributed scenario 

The distributed scenario consists of having a separation between the capturing process and the 

alerting process. Typically you can host the capturing process on one machine and have the alerting 

process running on another machine. This scenario is useful when you need to setup a monitoring 
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system that will run permanently or when you need to do some testing automation. The process 

separation is used to minimize the impact of capturing/alerting on the machine resources. 

To implement the distributed scenario, you need to do the following : 

On the machine that will be used to capture traffic : 

 

1. Create or select an existing message queue by using the configuration dashboard : 

 

 
 

o Click on the configure button to open the Message queue popup 

 
o To create a message queue, you need to specify the identifier in the « Target queue 

identifier » field. Then you need to click on « Create » button. 

o Enter the name of the local machine and click on « List queue identifiers » 

o Select the newly created queue or any other existing queue from the list 

o Click on the « Select » button 

 

2. Use the configuration dashboard to configure the ports and protocols that you want to 

monitor  

 

 
 

3. Enable th Service mode to start capturing on the machine 
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You have to choose a name for your service and create it on the local machine. Then you can 

start it to start capturing. 

 

On the machine that will be used to handle alerts : 

 

Note that this can be the same machine that hosts the capturing Windows Service. There are two 

ways to configure the Pi Engine to handle alerts : 

 

 

On the fly configuration  

 

By using the following component located on the top bar 

  

- Specify the machine name that hosts the capturing Windows Service.  

- Click on the green button located on the left of the text box 

- This opens a popup which contains the existing message queues on the target machine 

 

 
- Select the message queue from the list  

- Click on « Choose » 

- Start receiving data by clicking on the appropriate buttons 

 

 

You can use the configuration dashboard to create filters and alerts 

 

Persistent configuration 

 

Persistent configuration is used when you want to start receiving captured data and handling alerts 

automatically when the machine starts. 

- Open the configuration dashboard 

- Go to « Msmq configuration » 



16 
 

 
- Click on « configure » 

 

 
 

- Specify the name of the machine that hosts the Windows Capturing service 

- Click on « List queue identifiers » 

- Select the desired item from the list 

- Click on « Select » 

- Save the configuration dashboard 

- Start receiving data by clicking on the appropriate buttons 

 

 
 

- If you want to automatically start receiving data when the machine starts, then you have 

check the « Run at startup » parameter in the configuration dashboard and save dashboard 

 

FAQ 
 

Can i capture localhost traffic ? 

No. Pi Engine uses Winpcap driver to capture network packets. Window operating systems do not 

send any localhost packet to the network adapter even if you specify the real machine IP. This is a 

Windows limitation.  

Can i capture SSL traffic ? 

Definitely not. Because PI Engine can capture your data and send alerts, for obvious security reasons 

it does not interfer with SSL communications.  
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Nothing is captured what is the problem ? 

You need to check the following elements : 

- Did you select the right network interface ? if you have many interfaces you have to make 

sure you have selected the right one. You can select them all if you are in doubt. 

- Did you specify the correct tcp/udp port(s) to monitor ? if your capture is not the Raw 

capture, then you have to specify the capturing ports in the configuration dashboard. 

- Are you trying to capture localhost traffic ? if it is the case, then Pi Engine does not capture 

localhost traffic. 

- Are you trying to capture encrypted traffic like https ? if it is the case, then please note that 

Pi Engine does not  enable the user to capture encrypted traffic. This is not a limitation but a 

conscious security fact : as Pi Engine may run in sensitive production environments, it does 

not capture https/ssl traffic even if you are the administrator of your domain. 

- As a last resort you can enable the debug logging from the configuration dashboard. The log 

file is located in the installation directory 

- Are you using the Service mode ? if yes please refer to the Service mode configuration in this 

manual 

What are the firewall rules for PI Engine 

If you are using the Service mode and trying to connect to a remote engine, then you have to check 

the firewall rules to enable remote connections on MSMQ. Take a look here  

https://support.microsoft.com/en-us/kb/178517 

 

The « dropped packets » indicator is blinking and showing that there dropped packets 

This means that the capturing net buffer is not sufficient to handle your traffic. You need to open the 

configuration dashboard and calibrate the net buffer  

 

 

https://support.microsoft.com/en-us/kb/178517

